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During the past century, manufacturing industry has 
achieved great success in improving the quality of its 
products. In industry, the definition of quality is “on 
target with minimum variation”.1 Reduction of variation 
is also a core concern in clinical governance;2 however, 
there are fundamental and profound differences between 
the ways in which health services and industry make 
sense of variation. We begin with an illustration of the 
industrial approach to understanding and controlling 
variation, followed by application of this approach to 
health care, using six clinical governance case studies: 
mortality rates after paediatric cardiac surgery in Bristol, 
UK; mortality rates in older women treated by the 
general practitioner and convicted serial killer Harold 
Shipman; success rates of in-vitro fertilisation (IVF) 
treatment; neonatal deaths; prevalence of coronary heart 
disease in primary care; and mortality after fractured 
neck of femur. 

Common-cause and special-cause variation 
Consider a process such as writing a signature. Five of 
MAM’s signatures are shown in the left of figure 1. 
Although these signatures were produced under the same 
conditions and by the same process, they are not 
identical. However, although they show variation, the 
variation is controlled within limits. They are all 
recognisably the same signature. This kind of variation 
suggests that a stable process produced the signatures. 

In the UK National Health Service, three basic 
approaches are used to make sense of variation: standard 
setting, league tables, and hypothesis testing. Were we to 
compare the five signatures with a standard, some could 
fall below the standard. We could rank the signatures 
from best to worst and create a league table. A statistical 
test might identify one signature as being significantly 
different from the others. Each of these conventional 
approaches is inadequate because they focus our 
attention on the signatures that fail the test; yet, from the 
viewpoint of the underlying process of writing, all five 
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signatures on the left are identical. No signature is better 
or worse than the others. If we want to reduce the 
variation between signatures, we must change the way we 
write all signatures, not just the ones that fail an adequate 
test. Thus, conventional approaches to understanding 
variation from a stable system can misguide us to act on 
individual failures rather than acting on the underlying 
process. 

Now consider the sixth signature, on the right. It is 
clearly different from the others. A casual look suggests 
that there must be a special reason why this is so. If we 
want to address this kind of variation, we need to identify 
this special cause and prevent it from interacting with an 
otherwise stable process. (In this case, the signature is a 
forgery, attempted by TM under the same essential 
conditions!) 

This approach categorises variation according to the 
action needed to reduce it. Common-cause variation is 
intrinsic to the process. To decrease common-cause 
variation, we need to act on the process. Special-cause 
variation is the result of factors extrinsic to the process, 
and its reduction therefore requires identification of 
and action on the special causes. The originator of 
these fundamental concepts was a physicist and 
engineer—Walter A Shewhart.3 His pioneering work at 
Bell laboratories in Murray Hill, NJ, USA in the 1920s 
successfully brought together the disciplines of statistics, 
engineering, and economics, leading to the accolade: 
“Father of modern quality control”.4 

Shewhart devised a simple graphical method, the 
control chart, for discriminating between the two sources 
of variation, thereby guiding the user to take appropriate 
action. The control chart has three lines: the central line 
is the mean, and the upper and lower lines are termed 
control limits. Control limits represent the limits of 
common-cause variation. A data point that falls outside 
these control limits (or unusual patterns on the control 
chart) suggest a special cause. Shewhart,3 with the aid of 
mathematical theory, empirical evidence, and practical 
concerns, advocated the use of limits set at 3  from the 
mean. The 3  limits are actually different from classic 
SD in that they measure the variability of a process over 
time rather than the variability of a static distribution.5 
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There are many types of control chart. Those presented 
here were drawn by the method advocated by Deming6,7 

for binomial data. Such control charts can be drawn on 
double square-root paper (also known as probability 
paper) designed on the assumptions of the binomial 
distribution, first developed by Mostellor and Tukey.8 

The raw binomial data (x,y) are plotted on the paper, and 
a central line representing the mean is drawn (ie, a straight 
line through the origin and x,y). For more precision, a 
least squares line can also be computed and drawn. Since 
the SD on this type of paper is usefully regarded as a 
constant 0·5 mm, the resulting 3  control limits are 
parallel lines 1·5 mm above and below the mean. 

Variation cannot be eliminated 
Shewhart illustrated his concepts by applying them to the 
best data available to him at the time. This was a data set 
obtained from an experiment in which almost everything 
possible was done to obtain perfect results (ie, no 
variation)—Millikan’s Nobel-Prize-winning measure-
ments of the charge of an electron.3 Despite Millikan’s 
best efforts, there was substantial variation in his 
measurements of the charge of an electron. However, as 
the control chart (figure 2) of Millikan’s data shows, all 
measurements fall within the upper and lower control 
limits, suggesting that his experiment was stable. To 
suggest to Millikan that some of his measurements were 
better than others, or some fell below an acceptable 
standard, would be absurd. Stable processes exhibit 
common-cause variation, which is best reduced by action 
on the underlying process. 

Case study 1: Bristol cardiac surgery 
A control chart based on data from the UK Cardiac 
Surgical Register of the mortality rates for children 
younger than 1 year old during three epochs9 is shown in 
figure 3. The chart for epoch 1 will be used to explain the 
interpretation of a control chart. 

In epoch 1, the mortality rates for nine hospitals lie 
within the control limits: common-cause variation. Action 
to reduce this variation must focus on the underlying 
process of care common to these nine hospitals. However, 
two hospitals (hospitals 11 and 7) are outside the control 
limits and this finding indicates that there are special 
causes for the variation. In hospital 11, learning why the 
mortality rates are high is important. To do this, we 
systematically look at data collection, case-mix, facilities, 
and quality of care. We must then take remedial action to 
help this hospital eliminate the special cause. In hospital 
7, the mortality rate is low. It is important to find out why 
their results are better than other hospitals. If appropriate, 
we can use this knowledge to improve the results of all the 
hospitals. 

In epoch 2, two hospitals (hospitals 10 and 11) show 
evidence of special-cause variation. Hospital 10 is in need 
of investigation and help to eliminate the special cause. In 
contrast, hospital 11 has shown remarkable improvement 
in its results. In epoch 1, it was above the upper control 
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Figure 2: Shewhart control chart of Millikan’s data on charge 
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limit, and in epoch 2 (and subsequently) it is below the 
lower control limit. It is also in need of investigation. 
Understanding why hospital 11 has made such striking 
progress offers an opportunity for learning, which could 
help the results of all. Alternatively, it may indicate that 
there have been important changes in the case-mix of 
patients treated at hospital 11. 

In epoch 3, two hospitals (hospital 1 and hospital 11) 
show special-cause variation. Hospital 11, as in epoch 2, is 
below the lower control limit. Hospital 1 (Bristol Royal 
Infirmary) is above the upper control limit. It is in need of 
help to identify and eliminate the special cause for its high 
mortality rate. 

Although external action to address concerns about 
paediatric cardiac surgery at Bristol Royal Infirmary took 
place in 1998, monitoring using the control charts could 
have provided a basis for action in 1987. The control 
charts do not only guide attention on high-mortality 
centres (above the upper control limit), but also clearly 
identify opportunities for improvement by learning from 
centres with low mortality rates (below the lower control 
limit). 

Case study 2: Harold Shipman 
A control chart (figure 4) of mortality rates for women 
aged 65 years and older in Thameside and Glossop, UK, 
during 1992–9810 shows that in 1992 and 1994, Harold 
Shipman’s mortality rates were within common-cause 
variation. However, during 1993 and 1995–98, his 
mortality rates indicated special-cause variation. To 
reduce special-cause variation, the special cause must be 
found and removed. Subsequent legal proceedings 
identified that special cause as being Shipman himself. 

Commentators have argued that the Shipman case was 
not an example of poor quality of care; rather Shipman 
was a murderer who happened to be practising medicine.11 

This may be so, but in Shewhart’s approach, murder is 
just one of an infinite number of special causes. 

Case study 3: IVF treatment 
Marshall and Spiegelhalter12 analysed the case-mix-
adjusted livebirth rate at 52 IVF clinics in the UK 
(n=24 739 treatment cycles, range of livebirth rate 
5–24%). They concluded that league tables were 

unreliable. No action point emerged from their analysis. 
In contrast, a control chart (figure 5) with the upper and 
lower control limits divides the clinics into three groups 
with guidance for action: 
• Group A—performance above the upper control limit. 
Find out why their results are better than other clinics. 
Use this knowledge to improve the performance of all 
the clinics. 
• Group B—performance within the control limits. 
Make fundamental changes to the way in which IVF 
treatment is provided. This should be informed by 
lessons learned from Group A. There are no grounds for 
taking action in individual centres in this group. 
• Group C—performance below the lower control limit. 
Help these centres to identify and eliminate the special 
causes of their poor results. 

Case study 4: neonatal deaths 
Parry and colleagues13 compared mortality for nine 
neonatal units (n=2671 infants, mortality range 
15–28%), concluding that league tables were unreliable 
indicators of performance. In contrast, a control chart of 
the neonatal data (figure 6) shows only common-cause 
variation, suggesting that future improvement is best 
sought from a fundamental change to the underlying 
process of care. There are no grounds for taking action 
on individual neonatal units. 

Case study 5: prevalence of coronary heart 
disease in primary care 
The point prevalence of coronary heart disease in a 
primary group consisting of 16 general practices in 
Birmingham, UK, was reported (private com-
munication, Birmingham Health Authority, 1999) as 
9·67% (2999/3102), with wide variation (1–38%) 
between practices. A control chart of these data 
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(figure 7) identifies 12 practices within control limits 
indicating common-cause variation. These practices 
should be left alone. However, five practices are outside 
the control limits, indicating special-cause variation. Two 
practices have much higher prevalence rates than 
expected from common-cause variation. Special-cause 
action needs to be taken. This should also explore the 
possibility of double counting. As regards the three 
practices below the lower control limit, they require 
special-cause action, which should begin with a review of 
the data-collection process. 

Case Study 6: mortality after fractured hips 
Todd and colleagues14 compared differences in mortality 
after fractured hip in eight hospitals in East Anglia, UK 
(n=560, mortality range 5–24%). A control chart (figure 
8) shows seven hospitals within common-cause variation. 
Improvement at these seven hospitals can only come 
from changing the underlying process of care for patients 
with fractured hip. One hospital had a very low mortality 
outside the limits of common cause-variation: this 
mortality rate is therefore likely to have a special cause. 
According to Todd and colleagues, this hospital 
employed a well-organised multidisciplinary team that 
sought early assessment and surgery, much of which was 
done by one surgeon, followed up with early 
postoperative mobilisation of patients. Todd and 
colleagues14 were hesitant in recommending adoption of 
this hospital’s practice, saying that “random variation” 
almost certainly plays a part in these findings. Shewhart’s 
approach shows that this hospital belongs to another 
system beyond that attributable to random or common-
cause variation. The control chart provides us with a 
basis for action. The model of care at this hospital should 
be more widely adopted perhaps after a randomised 
controlled trial. No action is not an option. 

Discussion 
These case studies illustrate an important role for 
Shewhart’s approach to understanding and reducing 
variation. They demonstrate the simplicity and power of 
control charts at guiding their users towards appropriate 
action for improvement. 

Actions based on Shewhart’s approach are subject to 
two types of mistake.14 Mistake 1 is to treat an outcome 
resulting from a common cause as if it were a special 
cause. Mistake 2 is to treat an outcome resulting from a 

special cause as if it were a common cause. It is 
impossible to reduce the frequency of both errors to zero, 
but what we can do is minimise the economic losses due 
to either kind of mistake. Shewhart argued that var-
iation from stable processes lies within limits 
which—combining mathematical theory, empirical 
evidence, and pragmatism—can be most usefully set at 
3  limits from the mean. 

Some may regard limits of 3  as too wide a range for 
health care. The use of a narrower range, say 2 , might 
seem more appealing. But there is a need for caution. 
First, as shown by the electron data, stable systems can 
and do produce data beyond 2  limits. So we will be 
guided to look for trouble more often then it actually 
exists (mistake 1). Given the culture of blame in health 
services, we risk making matters worse, especially when 
the person closest to the failure is held to be responsible. 
Furthermore, the case studies used here show that the 
3  limits are adequate to find special-cause variation in 
practice. 

Perhaps it would be optimistic to suggest that use of 
control charts could prevent the recurrence of tragic and 
unfortunate episodes such as Bristol or Shipman. What is 
clear is that analysing data with an understanding of 
common-cause and special-cause variation provides 
health services with a basis to act. There is an axiom that 
the purpose of data is action.15 Each of the above case 
studies is based on data available at the time of the 
events. In each case, little or no action was taken at the 
time. Why? We believe this is largely because the current 
methods for understanding variation in health services 
provide little or no guidance for action. One prominent 
advocate of Shewhart’s method was so convinced of this 
that he wrote: “Tests of significance, t-test, chi-square, 
are useless as inference—i.e., useless for aid in prediction. 
Test of hypothesis has been for half a century a bristling 
obstruction to understanding statistical inference”.15 At 
least we should seriously question the role of 
conventional statistical analysis in clinical governance. 

Shewhart’s concepts provide a sober antidote to the 
plague of league tables. Under stable conditions, league 
tables are unreliable and their guidance is equally 
unreliable.16 Action based on their guidance is likely to be 
misguided, resulting in tampering and making matters 
worse.15 

The suggestion that Shewhart’s work might be useful 
in health care is not new.17 The technique is in current 

PUBLIC HEALTH 

466 THE LANCET • Vol 357 • February 10, 2001 

Number without coronary heart disease 

N
u
m

b
e
r 

w
it
h
 c

o
ro

n
a
ry

 h
e
a
rt

 d
is

e
a
s
e
 

Figure 7: Prevalence of coronary hearth disease in 16 general 

practices in one primary-care group in Birmingham, UK 

Figure 8: Mortality after surgery for fractured hips in eight 

hospitals in the East Anglian Audit 

N
u
m

b
e
r 

d
ie

d
 

Number alive 



For personal use only. Reproduce with permission from The Lancet Publishing Group. 

use in the USA. There it has found applications in 

improving the quality of ambulatory clinical care;18 the 

analysis of longitudinal variations in trauma mortality;19 

reducing hospital-acquired infection;20 and identifying 

changes in the historical pattern of disease which require 

public-health investigation.21 Other charting techniques, 

notably CUSUM (cumulative sums), have been used for 

longitudinal analysis of surgical mortality.22–24 These 

techniques can also detect changes in performance. 

However, CUSUM charts require the setting of a target, 

which is not always possible in clinical medicine, and the 

technique has not routinely been employed for 

comparative analysis of variation across health-care 

providers. Control charts are generally straightforward to 

produce and easy to interpret. 

The era of clinical governance offers immense 

opportunities. In the past, those in possession of data 

might have opted for inaction or called for better data. 

Recent high-profile cases have contributed to conditions 

where the tendency for action will be more frequent. The 

case for the control chart to guide action has been 

presented. Its guidance has proved immensely useful to 

industry over the past 50 years;1,6,15 it is time for it to be 

integrated into clinical governance. 
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